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1. Step-by-Step Example
Below, we provide a concrete example of the computa-

tion process on the panel attribute of Number. Number is
dependent on the object attribute of Objectiveness. As-
suming the object CNN produces 4 objectiveness distribu-
tions, we have

P pObj1q “ r0.1, 0.9s

P pObj2q “ r0.7, 0.3s

P pObj3q “ r0.9, 0.1s

P pObj4q “ r0.8, 0.2s,

(1)

where the first element corresponds to the objectiveness be-
ing false. Then the scene inference engine works out the
Number distribution as

P pNum “ 1q “ P pObj1 “ Trueq ˆ P pObj2 “ Falseq
ˆ P pObj3 “ Falseq ˆ P pObj4 “ Falseq
` P pObj1 “ Falseq ˆ P pObj2 “ Trueq
ˆ P pObj3 “ Falseq ˆ P pObj4 “ Falseq
` P pObj1 “ Falseq ˆ P pObj2 “ Falseq
ˆ P pObj3 “ Trueq ˆ P pObj4 “ Falseq
` P pObj1 “ Falseq ˆ P pObj2 “ Falseq
ˆ P pObj3 “ Falseq ˆ P pObj4 “ Trueq

P pNum “ 2q “ . . .

P pNum “ 3q “ . . .

P pNum “ 4q “ P pObj1 “ Trueq ˆ P pObj2 “ Trueq
ˆ P pObj3 “ Trueq ˆ P pObj4 “ Trueq.

(2)

After normalization, we have

P pNumq “ r0.51, 0.39, 0.09, 0.01s, (3)

where each element corresponds to Number being 1, 2, 3,
and 4, respectively.

‹ indicates equal contribution.

For each panel, we have one such distribution of Number.
Assume Number distributions for 8 context panels are:

P pNum1q “ r0.51, 0.39, 0.09, 0.01s

P pNum2q “ r0.39, 0.51, 0.09, 0.01s

P pNum3q “ r0.39, 0.09, 0.51, 0.01s

P pNum4q “ r0.51, 0.39, 0.09, 0.01s

P pNum5q “ r0.09, 0.01, 0.51, 0.39s

P pNum6q “ r0.39, 0.09, 0.01, 0.51s

P pNum7q “ r0.51, 0.39, 0.09, 0.01s

P pNum8q “ r0.09, 0.51, 0.39, 0.01s.

(4)

The probabilistic abduction engine computes each rule
probability by

P prNum “ Constq “ P pNum1 “ 1q ˆ P pNum2 “ 1q ˆ P pNum3 “ 1q

ˆ P pNum4 “ 1q ˆ P pNum5 “ 1q ˆ P pNum6 “ 1q

ˆ P pNum7 “ 1q ˆ P pNum8 “ 1q

` P pNum1 “ 2q ˆ P pNum2 “ 2q ˆ P pNum3 “ 2q

ˆ P pNum4 “ 1q ˆ P pNum5 “ 1q ˆ P pNum6 “ 1q

ˆ P pNum7 “ 1q ˆ P pNum8 “ 1q

. . .

` P pNum1 “ 4q ˆ P pNum2 “ 4q ˆ P pNum3 “ 4q

ˆ P pNum4 “ 4q ˆ P pNum5 “ 4q ˆ P pNum6 “ 4q

ˆ P pNum7 “ 4q ˆ P pNum8 “ 4q

...

P prNum “ Plusq “ P pNum1 “ 1q ˆ P pNum2 “ 1q ˆ P pNum3 “ 2q

ˆ P pNum4 “ 1q ˆ P pNum5 “ 1q ˆ P pNum6 “ 2q

ˆ P pNum7 “ 1q ˆ P pNum8 “ 1q

` P pNum1 “ 2q ˆ P pNum2 “ 1q ˆ P pNum3 “ 3q

ˆ P pNum4 “ 1q ˆ P pNum5 “ 1q ˆ P pNum6 “ 2q

ˆ P pNum7 “ 1q ˆ P pNum8 “ 1q

. . .

` P pNum1 “ 3q ˆ P pNum2 “ 1q ˆ P pNum3 “ 4q

ˆ P pNum4 “ 3q ˆ P pNum5 “ 1q ˆ P pNum6 “ 4q

ˆ P pNum7 “ 3q ˆ P pNum8 “ 1q

...

(5)

Assuming that based on the distribution of rNum, the prob-
abilistic execution engine picks the rule of Arithmetic



Method Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

LSTM 13.06% 13.20% 14.15% 13.70% 12.85% 12.35% 12.15% 13.00%
WReN 33.97% 58.40% 38.90% 37.70% 21.60% 19.75% 38.85% 22.60%
CNN 36.99% 33.60% 30.30% 33.55% 39.45% 41.25% 43.20% 37.55%
SRAN 45.13% 66.10% 40.70% 38.00% 44.90% 43.20% 47.20% 35.80%
ResNet 53.45% 52.80% 41.85% 44.30% 58.75% 60.15% 63.20% 53.10%
ResNet+DRT 59.59% 58.10% 46.55% 50.40% 65.80% 67.10% 69.10% 60.10%
LEN 71.64% 79.10% 56.05% 60.30% 80.50% 76.40% 79.25% 69.90%
MXGNet 83.99% 94.25% 60.50% 64.85% 96.60% 96.40% 94.05% 81.25%
CoPINet 91.42% 95.05% 77.45% 78.85% 99.10% 99.65% 98.50% 91.35%

Table 1. Testing accuracy of baseline models on RAVEN [4]. All baseline models are trained on the entire dataset. Notations are the same
as those in Table 1 in the main text.

Method Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

LSTM 12.22% 11.55% 12.65% 12.80% 12.25% 11.65% 11.95% 12.70%
CNN 12.56% 13.55% 13.35% 12.15% 12.50% 11.80% 11.55% 13.05%
ResNet 18.38% 22.60% 15.45% 18.05% 19.00% 19.55% 17.45% 16.55%
ResNet+DRT 20.74% 24.15% 18.20% 19.75% 21.95% 22.05% 21.00% 18.05%
WReN 21.49% 24.00% 24.95% 20.10% 19.70% 19.85% 21.25% 20.55%
LEN 32.75% 44.80% 27.90% 23.85% 34.05% 34.35% 35.80% 28.50%
MXGNet 33.05% 40.65% 27.85% 24.70% 35.80% 34.45% 36.35% 31.55%
CoPINet 39.09% 44.35% 32.70% 28.50% 42.75% 41.00% 45.20% 39.15%
SRAN 54.41% 66.95% 45.00% 41.30% 60.25% 57.75% 62.70% 46.95%

Table 2. Testing accuracy of baseline models on I-RAVEN [2]. All baseline models are trained on the entire dataset. Notations are the same
as those in Table 1 in the main text.

plus, the answer distribution can then be computed as

P pNum9 “ 1q “ 0.0

P pNum9 “ 2q “ P pNum7 “ 1q ˆ P pNum8 “ 1q

P pNum9 “ 3q “ P pNum7 “ 1q ˆ P pNum8 “ 2q

` P pNum7 “ 2q ˆ P pNum8 “ 1q

P pNum9 “ 4q “ P pNum7 “ 1q ˆ P pNum8 “ 3q

` P pNum7 “ 2q ˆ P pNum8 “ 2q

` P pNum7 “ 3q ˆ P pNum8 “ 1q.

(6)

After normalization, we have a generated Number distri-
bution

P pNum9q “ r0.00, 0.06, 0.40, 0.54s. (7)

The generated distribution is compared with the “ob-
served” distribution from each candidate panel using the
Jensen–Shannon Divergence (JSD).

2. Rules in RPM
We use the rules summarized in [1]: Constant, Arith-

metic, Progression, and Distribute of Three. As rules are
parameterized in [2, 4], we have, in total, more than 4 dif-
ferent rule instantiations; see [1, 2, 4] for rule semantics and
parameterization.

3. Full Dataset Training
Table 1 shows the testing results of different baseline

models trained on the full RAVEN dataset. Table 2 shows
the testing results of different baseline models trained on
the full I-RAVEN dataset. A full dataset includes all
configurations and therefore is 7 times the size of each
training regime. As noted in [4] and shown in Tables 4
to 21, incorporating training samples from distinctive con-
figurations will improve a model’s performance in gen-
eral. This observation makes it more impressive that the
proposed Probabilistic Abduction and Execution (PrAE)
learner, though trained only on 2x2Grid, surpasses all mod-
els trained on the entire dataset during testing on 2x2Grid.

4. Object CNN Architecture
The object CNN in our paper consists of 4 independent

branches. All network branches take in the same image re-
gion and produce distributions of object attributes of objec-
tiveness, type, size, and color, respectively.

Table 3 shows the LeNet-like architecture [3] we used
for each branch. Parameters for convolution denote output
channel size, kernel size, and stride. A batchnorm layer
is denoted using its channel size and a max pooling layer
its stride. We use the output size to parameterize a fully-
connected layer. m is set based on each attribute’s dimen-



Operator Parameters

Convolution r6, 5, 1s
BatchNorm 6
SoftPlus
MaxPool 2
Convolution r16, 5, 1s
BatchNorm 16
SoftPlus
MaxPool 2
Linear 120
SoftPlus
Linear 84
SoftPlus
Linear m
SoftMax

Table 3. The architecture used for each branch in the object CNN.

sion: m “ 2 for objectiveness, m “ 5 for type, m “ 6 for
size, and m “ 10 for color.

5. Training on Other Configurations
Tables 4 to 12 tabulate the testing performance of base-

line models trained on other configurations in RAVEN,
in addition to the 2x2Grid configuration reported in the
main text. Tables 13 to 21 tabulate the testing perfor-
mance of baseline models trained on other configurations
in I-RAVEN, in addition to the 2x2Grid configuration. We
note that each baseline model’s final performance does not
vary significantly with respect to different training configu-
rations.
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Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 10.36% 28.80% 10.05% 10.15% 5.70% 4.85% 7.40% 5.60%
3x3Grid 9.77% 9.60% 8.40% 29.10% 5.10% 4.45% 5.30% 6.45%
L-R 8.27% 10.75% 9.20% 9.80% 8.25% 6.70% 7.00% 6.20%
U-D 7.95% 9.20% 9.35% 10.05% 4.95% 9.00% 6.40% 6.70%
O-IC 7.40% 9.35% 8.45% 7.50% 3.85% 4.80% 11.90% 5.95%
O-IG 8.12% 9.45% 8.95% 9.00% 5.95% 4.70% 6.80% 12.00%

Table 4. Testing accuracy of WReN on different configurations in RAVEN. The model is trained on configurations listed in rows and tested
on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 12.80% 12.70% 13.05% 14.35% 12.50% 13.20% 11.40% 12.40%
3x3Grid 12.64% 11.80% 14.35% 13.75% 12.45% 11.90% 12.85% 11.35%
L-R 12.92% 11.10% 13.40% 13.50% 14.45% 14.00% 11.45% 12.55%
U-D 12.41% 12.20% 12.35% 12.60% 11.95% 12.40% 13.30% 12.05%
O-IC 12.15% 10.90% 11.85% 12.60% 12.30% 12.85% 13.10% 11.45%
O-IG 12.46% 12.40% 13.60% 13.05% 11.15% 11.70% 11.90% 13.40%

Table 5. Testing accuracy of LSTM on different configurations in RAVEN. The model is trained on configurations listed in rows and tested
on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 18.10% 60.00% 9.95% 11.00% 7.40% 5.90% 18.90% 13.55%
3x3Grid 12.76% 12.85% 13.65% 39.95% 5.35% 5.45% 6.25% 5.80%
L-R 15.71% 16.10% 11.25% 9.65% 56.80% 4.90% 5.35% 5.90%
U-D 18.09% 21.35% 12.30% 13.65% 5.55% 59.50% 6.40% 7.90%
O-IC 19.86% 18.40% 9.95% 14.00% 4.15% 4.65% 67.75% 20.15%
O-IG 18.56% 17.25% 8.15% 13.05% 5.15% 7.05% 22.20% 57.05%

Table 6. Testing accuracy of LEN on different configurations in RAVEN. The model is trained on configurations listed in rows and tested
on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 14.64% 16.40% 14.65% 13.65% 14.20% 15.45% 14.15% 14.00%
3x3Grid 14.24% 13.60% 15.10% 17.60% 12.30% 13.30% 14.00% 13.80%
L-R 14.56% 15.10% 14.20% 13.75% 17.10% 14.50% 13.55% 13.75%
U-D 15.54% 16.50% 13.90% 15.10% 15.05% 19.00% 15.15% 14.05%
O-IC 16.62% 15.25% 16.50% 13.90% 17.10% 15.60% 19.95% 18.05%
O-IG 15.61% 15.45% 13.45% 15.35% 14.30% 15.05% 17.25% 18.40%

Table 7. Testing accuracy of CNN on different configurations in RAVEN. The model is trained on configurations listed in rows and tested
on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 36.20% 79.60% 26.60% 24.65% 33.25% 37.35% 26.20% 25.75%
3x3Grid 15.03% 9.55% 17.80% 31.10% 11.20% 10.30% 14.10% 11.15%
L-R 36.16% 32.60% 26.25% 29.05% 75.05% 24.95% 35.10% 30.10%
U-D 39.59% 34.05% 26.70% 28.85% 32.40% 82.55% 38.80% 33.75%
O-IC 34.12% 29.60% 22.35% 25.85% 35.05% 30.90% 63.00% 32.10%
O-IG 33.69% 27.35% 26.85% 29.10% 31.45% 29.10% 37.75% 54.25%

Table 8. Testing accuracy of MXGNet on different configurations in RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.



Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 24.85% 33.30% 25.30% 22.70% 23.80% 22.95% 23.30% 22.60%
3x3Grid 20.26% 19.30% 20.90% 22.00% 19.75% 19.30% 20.75% 19.85%
L-R 29.66% 26.50% 24.10% 24.05% 40.65% 35.40% 30.55% 26.40%
U-D 30.33% 31.95% 24.40% 26.50% 33.30% 42.35% 28.35% 25.45%
O-IC 27.91% 25.45% 21.80% 23.65% 30.20% 29.10% 34.40% 30.80%
O-IG 24.76% 21.40% 21.75% 22.45% 24.15% 22.30% 30.05% 31.25%

Table 9. Testing accuracy of ResNet on different configurations in RAVEN. The model is trained on configurations listed in rows and tested
on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 33.07% 48.10% 28.55% 26.05% 37.85% 32.45% 35.00% 23.50%
3x3Grid 32.97% 29.05% 35.35% 37.65% 36.35% 36.15% 28.50% 27.75%
L-R 30.53% 27.95% 22.85% 24.10% 40.55% 36.80% 31.10% 30.35%
U-D 33.29% 30.30% 25.90% 29.05% 40.40% 41.25% 34.55% 31.55%
O-IC 31.54% 31.45% 26.00% 27.50% 34.50% 31.20% 39.85% 30.25%
O-IG 28.84% 26.80% 24.15% 25.25% 25.10% 27.50% 34.75% 38.35%

Table 10. Testing accuracy of ResNet+DRT on different configurations in RAVEN. The model is trained on configurations listed in rows
and tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 19.71% 60.20% 13.70% 12.85% 11.30% 17.15% 13.90% 8.85%
3x3Grid 18.58% 13.95% 28.55% 54.60% 10.20% 9.55% 6.35% 6.85%
L-R 17.91% 25.35% 14.85% 14.85% 32.75% 16.95% 13.80% 6.85%
U-D 19.26% 27.85% 16.70% 15.40% 20.15% 30.95% 16.15% 7.65%
O-IC 18.61% 22.80% 13.10% 14.10% 15.15% 16.05% 34.95% 14.10%
O-IG 14.07% 14.95% 12.35% 13.25% 7.90% 7.95% 14.60% 27.50%

Table 11. Testing accuracy of SRAN on different configurations in RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 54.77% 88.00% 40.45% 39.10% 63.95% 58.40% 53.50% 40.00%
3x3Grid 50.11% 28.20% 48.10% 66.30% 58.45% 54.85% 53.05% 41.80%
L-R 52.91% 38.35% 42.15% 47.85% 87.40% 68.75% 49.80% 36.10%
U-D 48.74% 42.90% 41.10% 36.05% 68.75% 90.55% 33.70% 28.10%
O-IC 53.75% 27.75% 38.75% 46.20% 65.20% 66.30% 79.50% 52.55%
O-IG 53.79% 36.85% 38.05% 41.60% 60.40% 56.20% 63.10% 80.30%

Table 12. Testing accuracy of CoPINet on different configurations in RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.



Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 15.38% 22.10% 13.55% 14.00% 14.00% 14.65% 15.45% 13.90%
3x3Grid 13.86% 14.35% 14.45% 15.35% 13.30% 12.50% 13.25% 13.80%
L-R 13.82% 13.45% 13.64% 14.95% 15.45% 13.15% 13.25% 12.85%
U-D 13.47% 13.80% 13.05% 13.70% 12.45% 16.85% 12.15% 12.30%
O-IC 14.43% 14.40% 12.85% 14.35% 12.25% 13.15% 17.70% 16.30%
O-IG 14.60% 13.75% 12.65% 14.30% 13.40% 14.25% 16.35% 17.50%

Table 13. Testing accuracy of WReN on different configurations in I-RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 12.87% 12.60% 13.55% 11.75% 12.20% 13.85% 13.45% 12.70%
3x3Grid 12.53% 12.20% 11.15% 12.20% 12.25% 13.05% 14.00% 12.85%
L-R 12.34% 11.95% 12.40% 13.40% 11.70% 12.60% 11.70% 12.60%
U-D 11.85% 12.35% 11.60% 11.85% 12.65% 10.65% 12.30% 11.55%
O-IC 12.59% 12.95% 13.10% 12.45% 11.70% 12.45% 12.15% 13.35%
O-IG 12.46% 13.40% 11.65% 12.00% 11.35% 12.55% 12.70% 13.55%

Table 14. Testing accuracy of LSTM on different configurations in I-RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 15.28% 25.05% 14.15% 13.95% 13.15% 13.75% 13.80% 13.10%
3x3Grid 13.23% 13.55% 13.50% 15.65% 12.45% 12.25% 12.85% 12.35%
L-R 13.86% 16.10% 13.50% 13.20% 16.70% 12.10% 12.65% 12.80%
U-D 14.60% 16.60% 14.45% 14.40% 14.00% 17.25% 12.70% 12.80%
O-IC 14.31% 14.35% 14.30% 13.20% 12.55% 12.35% 17.65% 15.75%
O-IG 14.28% 14.10% 15.05% 13.70% 12.90% 13.65% 14.05% 16.50%

Table 15. Testing accuracy of LEN on different configurations in I-RAVEN. The model is trained on configurations listed in rows and tested
on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 12.21% 14.20% 12.40% 10.95% 10.90% 11.55% 12.00% 13.50%
3x3Grid 12.53% 12.25% 13.40% 12.25% 12.55% 13.40% 12.20% 11.65%
L-R 12.46% 12.90% 12.55% 12.30% 11.85% 11.70% 13.80% 12.15%
U-D 12.51% 12.00% 13.70% 12.25% 12.15% 10.85% 13.65% 12.95%
O-IC 12.94% 13.75% 12.75% 12.55% 13.00% 12.80% 12.70% 13.05%
O-IG 12.41% 11.95% 12.25% 12.45% 12.15% 11.45% 12.55% 14.05%

Table 16. Testing accuracy of CNN on different configurations in I-RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 15.54% 20.70% 14.80% 15.05% 17.00% 17.00% 15.85% 15.35%
3x3Grid 14.48% 14.95% 15.70% 15.70% 13.30% 14.65% 12.70% 14.35%
L-R 12.15% 12.00% 11.75% 13.35% 11.30% 13.85% 12.30% 10.50%
U-D 12.88% 13.20% 12.60% 12.20% 12.25% 13.55% 13.00% 13.35%
O-IC 12.92% 12.20% 12.45% 13.55% 12.90% 13.35% 14.30% 11.70%
O-IG 12.34% 12.70% 12.50% 13.05% 12.60% 12.65% 11.70% 11.15%

Table 17. Testing accuracy of MXGNet on different configurations in I-RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.



Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 14.75% 19.40% 14.70% 13.55% 14.80% 13.45% 14.55% 12.80%
3x3Grid 12.86% 13.00% 13.50% 13.50% 12.75% 13.00% 11.30% 13.00%
L-R 13.67% 13.80% 13.80% 14.60% 14.05% 12.25% 13.45% 13.75%
U-D 13.39% 12.95% 13.95% 13.40% 13.35% 13.05% 14.10% 12.90%
O-IC 13.13% 13.00% 13.90% 12.90% 12.75% 12.90% 13.45% 13.00%
O-IG 13.03% 13.45% 13.25% 12.40% 13.65% 12.00% 13.75% 12.70%

Table 18. Testing accuracy of ResNet on different configurations in I-RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 14.94% 19.75% 15.30% 14.55% 13.50% 13.85% 14.90% 12.75%
3x3Grid 13.06% 13.85% 12.65% 13.70% 11.80% 12.85% 13.15% 13.40%
L-R 13.33% 14.05% 13.45% 13.15% 13.55% 13.55% 12.45% 13.10%
U-D 12.74% 13.80% 12.85% 12.00% 13.15% 13.45% 12.10% 11.85%
O-IC 12.48% 12.75% 13.15% 12.65% 12.35% 11.60% 13.25% 11.60%
O-IG 13.04% 12.75% 13.20% 14.80% 12.45% 12.40% 13.30% 12.40%

Table 19. Testing accuracy of ResNet+DRT on different configurations in I-RAVEN. The model is trained on configurations listed in rows
and tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 32.01% 63.65% 20.60% 20.60% 30.15% 35.80% 30.75% 22.50%
3x3Grid 26.59% 31.10% 30.60% 31.50% 25.20% 22.60% 24.55% 20.55%
L-R 30.70% 39.60% 22.25% 19.85% 48.25% 32.20% 32.20% 20.55%
U-D 31.25% 37.95% 21.40% 18.10% 37.10% 49.80% 32.20% 22.20%
O-IC 31.26% 34.15% 20.45% 20.70% 30.20% 32.90% 50.95% 29.50%
O-IG 24.54% 21.60% 19.10% 19.45% 20.10% 18.80% 30.60% 42.10%

Table 20. Testing accuracy of SRAN on different configurations in I-RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.

Training Regime Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG

Center 23.79% 39.25% 23.65% 20.40% 21.45% 22.15% 19.30% 20.35%
3x3Grid 22.64% 22.95% 25.25% 26.55% 21.30% 21.30% 21.45% 19.65%
L-R 24.65% 26.15% 21.20% 20.90% 33.30% 28.50% 21.45% 21.05%
U-D 24.38% 26.75% 21.95% 22.10% 26.20% 33.85% 21.85% 17.95%
O-IC 23.15% 22.25% 17.10% 20.65% 20.65% 22.55% 34.65% 26.70%
O-IG 23.21% 19.05% 20.75% 23.15% 17.55% 19.75% 27.50% 34.70%

Table 21. Testing accuracy of CoPINet on different configurations in I-RAVEN. The model is trained on configurations listed in rows and
tested on all configurations. Notations are the same as those in Table 1 in the main text.


